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Abstract

This paper is concerned with efficient execution of a pipeline of data processing operations on very large images obtained from confocal microscopy instruments. We describe parallel, out-of-core algorithms for each operation in this pipeline. One of the challenging steps in the pipeline is the warping operation using inverse mapping based methods. We propose and investigate a set of algorithms to handle the warping computations on storage clusters. Our experimental results show that the proposed approaches are scalable both in terms of number of processors and the size of images.
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1 Introduction

Biomedical imaging has proven to be one of the key clinical components in diagnosis and staging of complex diseases and in the assessment of effectiveness of treatment regimens. Advances in imaging technologies such as digital confocal microscopy and digital high power light microscopy are making a dramatic impact on our ability to characterize disease at the cellular and microscopic levels. Scanner technologies for digitizing tissue samples and microscopy slides have rapidly advanced in the past decade. Advanced scanners have been developed that are capable of capturing high resolution images rapidly\(^1\). As a result, digital imaging of pathology slides and analysis of digitized microscopy images have gained an increasing interest in many fields of biomedicine. However, a significant challenge is the efficient storage, retrieval, and processing of the very large volumes of data required to represent a slide and a large collection of slides. High resolution scanners can capture images of single slides at 150K \(\times\) 150K pixels (66 Gigabytes). Processing of digital microscopy images involve a range of operations including simple 2D browsing of images, calculation of signal (color value) distribution within a sub-region of the image, extraction of features through segmentation of different cell types, and 3D reconstruction of images from multiple slides, each of which represents a different focal plane. The memory and processing requirements of large volumes of image data make analysis of digitized microscopy images good candidates for execution on parallel machines.

In an ongoing project, we are developing parallel runtime support for a pipeline of image processing operations on very large microscopy images. The purpose of this pipeline is to pre-process digitized images obtained from mouse brain tissue samples using confocal microscopy instruments. The output from this pipeline can be queried and analyzed using additional analysis methods. The pipeline consists of two main stages: \textit{correctional tasks} and \textit{preprocessing tasks} (see Figure 1). In our earlier work, we developed task- and data-parallel out-of-core algorithms for the pre-processing tasks stage [Rutt et al. 2005].

In this paper, we describe algorithms to efficiently execute the \textit{correctional tasks} stage of the pipeline on parallel machines and on very large images. This stage is composed of a network of tasks (see Figure 2). We have developed parallel, out-of-core algorithms for each task. The most challenging task in this stage of the pipeline is \textit{warping}. We employ a warping technique based on the \textit{inverse mapping} approach. In this technique, pixels in the output image are traversed in a pre-determined order; for each output pixel the corresponding input pixel is obtained (using an inverse mapping function); and the color value of the output pixel is updated using the color value of the respective input pixel. For very large images and on parallel machines, this type of warping algorithm can result in high I/O and communication costs, because of the irregular mappings from the output image space to the input image space. We propose several algorithms to execute the warping task efficiently. We evaluate our algorithms using a PC cluster and multi-gigabyte large images. We also show that our approach is scalable to very large datasets using a synthetically generated 1-Terabyte image. Image warping can be employed in other imaging applications such as remote sensing and satellite imagery. Our proposed algorithms can also be applied in those applications.

\(^1\)Such scanners are being commercially produced.
2 Overview of Correctional Tasks Pipeline

An overview of the entire processing pipeline of the image analysis application is shown in Figure 1. During the image acquisition phase, the confocal microscopy instrument moves the imaging sensor in X and Y directions in fixed steps. At each step, multiple images at different focal lengths are captured. Each such image corresponds to a tile in the entire image. The movement of the sensor is such that neighbor tiles overlap each other to some extent. At the end of the image capture process, an image consists of many tiles stored in a single image file, usually with multiple Z slices. Each Z slice corresponds to a different focal plane captured by the microscope.

The *correctional tasks* stage of the pipeline is covered in more detail in Figure 2. This stage consists of a series of processing steps on images. On a cluster machine, the first step (step 1 in the figure) is to decluster the image across the nodes of the machine, yielding a Distributed Image (.dim) metadata file. The metadata file consists of a list of host names and file locations where the declustered tiles can be found. Note that the declustering step is necessary only on a cluster machine. The remaining steps of the pipeline are as follows: a Z projection is performed on the image (step 2 in the figure). This is followed by a manual, user-interactive alignment step (step 3) in order to give an initial “seed” as to how the overlapping tiles should be stitched together to form the image. Step 4 of the correctional tasks stage is a normalization operation, which corrects for lighting variances in separate tiles. As is seen from the figure, the inputs to this step are the Z projected image and the original image. The next step is the automatic alignment operation (step 5), which determines the finalized offset of each tile in the final image by sampling points along the borders of tiles and choosing the best alignment. The outputs from the normalization and the automatic alignment steps are processed in the stitching step (step 6). This step takes the finalized offsets as input and creates the final image, and cleans up any temporary image files. Finally (step 7), the image is warped using an inverse mapping method to conform to a standard appearance (i.e., an atlas) of the subject type under study – for example, the images from mouse studies are warped so that they are aligned with a mouse brain atlas.

3 Related Work

The computing and memory requirements of analysis algorithms have always been a challenge in image analysis and scientific visualization [Chiang and Silva 1999; Cox and Ellsworth 1997; Ueng et al. 1997; Arge et al. 2000; Bajaj et al. 1999]. Digital microscopy is a relatively new technology. There are relatively few projects that aim to develop server tools and runtime environments to facilitate access to and processing of digital microscopy images. The design and implementation of a complete software system was described in [Afework et al. 1998] that implements a realistic digital emulation of a high power light microscope, through a client/server hardware and software architecture. The implementation emulates the usual behavior of a physical microscope, including continuously moving the stage and changing magnification and focus. The Open Microscopy Environment (http://openmicroscopy.org) project develops a database-driven system for analysis of biological images. The system consists of a relational database that stores image data and metadata. The metadata is modeled using XML schemas and data exchange between multiple systems is accomplished through XML files that contain data and meta-
data. Images in the database can be processed using a series of modular programs. These programs are connected to the back end database; a module in the processing sequence reads its input data from the database and writes its output back to the database so that the next module in the sequence can work on it. While this approach gives a flexible implementation, the back end database can become a performance bottleneck when large volumes of data need to be processed.

Image warping, one of the steps in our pipeline, is an expensive operation in image processing. Wolberg [Wolberg 1994] describes different image warping approaches like forward mapping and inverse mapping. Wittenbrink and Somani [Wittenbrink and Somani 1993] proposed one of the earliest approaches to address the problem of parallel inverse image warping. They evaluated the algorithm on an SIMD architecture. Marcato [Marcato 1998] describes two optimizations for inverse warping: a hierarchical approach and a clipping approach, but does not address the problem from the parallelization point of view. Contassot-Vivier and Miguet [Contassot-Vivier and Miguet 1999] proposed the idea of partitioning an image into sub-regions and then performing warping on these sub-regions in parallel. Their algorithm, however, works only for forward mapping and supports only limited transformations. Jiang et al. [Huang Jiang et al. 2004] proposed a parallel load-balanced image warping algorithm using forward and inverse mapping that can support many complex warping transformations. Unlike our work, they assume the presence of a forward mapping function to begin with. They also assume that an image in its entirety, can fit on disk on a designated “manager” node when performing aggregation-based operations. This may not be possible for extremely large images. Our algorithm works in a completely decentralized fashion and has no such assumptions. Unlike all of the above related work, we propose out-of-core algorithms that place minimum restrictions on the size of the images.

4 Distributed Processing Algorithms

In this section, we describe the distributed processing algorithms for disk-resident image data for each step of the correctional tasks stage. We target as our hardware platform distributed-memory cluster machines, in which the nodes are connected to each other through a switch and each node has local disks.

4.1 Middleware System

We implemented our application using DataCutter [Beynon et al. 2001], a component-based middleware framework. The DataCutter framework provides a coarse-grained data flow system and allows combined use of task- and data-parallelism. In DataCutter, application processing structure is implemented as a set of components, referred to as filters, that exchange data through a stream abstraction. A stream denotes a uni-directional data flow from one filter (i.e., the producer) to another (i.e., the consumer). The DataCutter runtime system supports execution of filters on heterogeneous collections of storage and compute clusters in a distributed environment. Multiple copies of a filter can be created and executed, resulting in data parallelism. The runtime system performs all steps necessary to instantiate filters on the desired hosts, to connect all logical endpoints, and to invoke the filter’s processing function. Each filter executes within a separate thread, allowing for CPU, I/O and communication overlap. Data exchange between two filters on the same host is carried out by pointer hand-off operations for languages that support pointers (C++), while message passing is used for communication between filters on different hosts. For this application, we used a version of DataCutter which employs MPI as the message passing substrate. Individual filters may be written in C++, Java or Python, and can be mixed freely within the same workflow.

4.2 Image Storage and Data Declustering

An image is a raw 3-channel “BGR planar” (Blue-Green-Red planar) image. Each image consists of a set of tiles. A tile contains pixels in a rectangular subregion of the image. It is associated with a bounding box, defined by a \([x_{\text{min}}, y_{\text{min}}], (x_{\text{max}}, y_{\text{max}})\) tuple, in X and Y dimensions of the image and a Z value. The Z value indicates which Z slice the tile belongs to. The on-disk representation of a tile is one where all the pixels for the B channel are laid out in row major fashion, followed by all pixels for the G channel, and then the R channel. The rationale for using this BGR planar format is twofold: (i) The original image files are in a proprietary format called “img”, where pixels are stored in the BGR planar format. Instead of using other formats, we retained this data layout in our distributed image representation. In this way, we avoid the cost of performing multiple seeks within the image file during the declustering stage. (ii) In our earlier work [Rutt et al. 2005], vector operations were used for low-level parallelism whenever Intel MMX/SSE instructions are supported. For instance, in the thresholding step, we apply the same operation to each color channel, but with possibly different parameters per channel. The MMX instructions performed the operations on multiple neighboring data at the same time. To benefit from these vector operations, we needed to ensure that data (pixels) of the same channel are laid out contiguously. So, we used the BGR planar format in the preprocessing tasks stage of our pipeline. For the purpose of uniformity in data layout in both the correctional tasks and the preprocessing tasks stages of the pipeline and in the absence of clear reasons that justify the use of any alternative format, we retained the BGR planar format.
The tiles are then stored in multiple files or multiple contiguous regions of one or more files on disk. A tile represents the unit of I/O. On a cluster system, tiles are declustered across files stored on different compute nodes. A compute node “owns” a particular set of tiles, if the compute node has the tile data available on local disk.

The first step in our pipeline is declustering; that is, converting a single image file into a distributed image file consisting of tiles spread across compute nodes. Some of the operations such as the automated alignment step in the pipeline need access to neighbor tiles during execution. In order to minimize inter-processor communication in such steps, the neighbor tiles are grouped to form blocks. A block consists of a subset of tiles that are neighbors in X and Y dimensions of the image. All the tiles that have the same bounding box, but different Z values are assigned to the same block. That is, the raw image captured by the microscope is partitioned in X and Y dimensions, but not in Z dimension. A tile is assigned to a single block, and a block is stored on only one node. The blocks are declustered across the nodes in the system in round-robin fashion. A node may store multiple blocks.

4.3 Common Set of Filters

For each step of the processing pipeline, we have implemented filters that are specific to processing applied in that step. There are also a set of filters that are common to all steps and provide support for reading and writing distributed images. The mediator filter provides a common mechanism to read a tile from an input image, regardless of whether it is on local or remote disk. It also provides a means to write out a new tile on local disk for an image currently being created, and a mechanism to finalize all written tiles at once into their final output directories, such that total success or total failure in writing a new image transpires. The mediator filter receives requests from client filters and works with other mediator filters on other compute nodes to carry out input tile requests. The actual I/O to a local filesystem is delegated to a mediator_reader filter, which receives requests from the mediator on the same compute node. The rangefetcher filter is used to hide data retrieval latency. It issues a series of requests on behalf of its client filter to fetch a number of tiles in a sequence. This way, the rangefetcher can work slightly ahead of the client filter, minimizing tile retrieval (either from local disk or from a remote node) latency for the client filter. That is, when a client filter is working on tile $T_1$, the rangefetcher filter is reading tile $T_2$, such that when the client needs $T_2$, it is ready and waiting in memory, reducing read latency. These filters are shown in Figure 3.

4.4 Z Projection

The goal of the Z projection phase is to aggregate multiple Z planes of an input image into a single output image, using the max aggregate operator. That is, each $(x,y)$ pixel in the output image will contain the brightest or maximum corresponding $(x,y)$ pixel value across all Z planes in the input. This stage is completely parallelizable since in the previous step we divide the image among compute nodes in the X or Y direction, not in the Z direction. Each compute node can project the data housed on its own local filesystem, independent from any other compute node. A single Z Projection filter per node does the job, along with the help of the mediator.

4.5 Normalization

The goal of the normalization phase is to correct for the variances in illumination that may exist between distinct tiles. These variances hinder efforts at the automatic alignment phase to follow. As a result, there may be unsightly gradient-like seams in the final output image. Normalization is critical to creating a seamless mosaic of tiles. One of the steps in normalization is to compute the average intensity tile for the Z projected plane. Given a Z plane, the average tile for that plane is one where the pixel value at a position $(x,y)$ within the tile is the average of the pixel values at position $(x,y)$ within all tiles in that plane. So, to compute this average tile, we need data from the entire Z plane.

The idea of using this average pixel based approach assumes that the illumination gradient is uniform for each tile in the Z projected plane. The act of computing an average tile for a plane then reinforces what is common across the data and minimizes image specific features thereby giving us an approximation of the illumination gradient. In addition to computing the average tile, an additional offset tile is computed by taking a minimum projection across all the data in the plane. The contributions of the approximated illumination gradient and the pixel offsets to each tile are then removed to give us a corrected dataset. Further details on the normalization technique can be found in [Chow et al. 2006].

Each compute node needs the average tile for normalization. However, each node owns only a part of the Z projected plane. In our implementation, we have each node initially compute the average tile based on the portions of the Z plane it owns locally. We then partition this tile uniformly into $P$ parts, where $P$ is the number of nodes. The nodes then communicate in a ring fashion, where each node sends its part of this tile to its neighbor. On receiving a part, each node adjusts its average tile to reflect the average of all parts received up to that point. After two passes of $P-1$ communications each, all nodes will have the finalized average tile. Our approach requires just $2 \times C$ amount of data transfer. Here, $C$ is the size of a tile. The same procedure is used to compute the offset tile. Using the average and offset tiles, each
node normalizes the portions of the image it owns. This is completely parallelizable. Normalization is first performed on the Z projected plane and then on each individual Z slice of the original declustered image.

As an example of the DataCutter workflow layout we use in a typical phase of the larger pipeline, refer to the normalization diagram of Figure 3. Each oval represents a running filter or thread on a given compute node, and each arrow represents a communication line. A single normalization filter per compute node does the job, along with the help of the mediator.

4.6 Automatic Alignment

The goal of the automatic alignment phase is to determine how the distinct partially overlapping tiles should converge upon one another to produce a properly aligned image, eliminating all the overlapping regions. The output of this phase is a list of finalized offsets (into the output image) for each and every tile. That is, the upper left corner position of each tile in the output image will be known. The phase after alignment, which we refer to as stitching, does the actual job of producing the final image, given the output from the automatic alignment phase.

The automatic alignment algorithm first computes candidate alignment displacements for each pair of adjacent tiles within a single Z plane. Horizontal and vertical alignments are processed separately. Each alignment takes two adjacent (overlapping) tiles as input, and performs feature detection without scanning the overlapping region in its entirety. Feature detection is performed by filtering each tile with a Sobel filter [Gonzalez and Woods 2001] to compute the gradient of the tile. The highest values from the gradient are then regarded as features. Features are then matched across two adjacent tiles by performing a normalized cross correlation of a window centered on a tile feature from one tile and a region centered on the expected location of the tile feature (found in the first tile) on the other tile. Each horizontal and vertical displacement is given a score. The score used to integrate the horizontal and vertical displacements is the number of feature correspondences found for that particular displacement; the higher the score the better the alignment.

For an image with $c$ columns and $r$ rows, there will be $(c-1) \times r$ horizontal alignment displacements, and $c \times (r-1)$ vertical alignment displacements. Reinterpreting each tile as a graph node and each displacement as a graph edge, the maximum spanning tree of the graph (maximizing the displacement score) will compute the best alignment. That is, the displacements with the highest score will be used to align the tiles. When this phase is complete, the finalized offsets of every tile are saved and passed to the next phase. Further details on the automatic alignment step can found in [Chow et al. 2006].

The decomposition of work across compute nodes is as follows. Each compute node is responsible for computing alignments between any tiles it owns and the tiles immediately to the right and below in X and Y dimensions. Most of the time, this means that any pair of alignments require reading two tiles from local disk and computing their alignment. However, on the borders between tiles owned by one compute node and another compute node, some network communication is necessary to process the alignments. We have observed in our experiments that when the images are large relative to the number of compute nodes, this border communication cost becomes insignificant. That is, for multi-gigabyte size images, the image dimensions consist of tens of thousand of pixels which is much greater than the number of nodes used (16-32). For automatic alignment, we use an alignment filter per compute node and a single maximum spanning tree filter placed on one node. When all alignments have been made and scored, the maximum spanning tree filter chooses the best alignments and saves the result to disk.

4.7 Stitching

The goal of the stitching phase is to combine the partially overlapping tiles into non-overlapping tiles, producing a final non-overlapping image on disk. As input, this phase takes in the finalized offsets produced by the automatic alignment step. In practice, these offsets place the output tiles in their natural position after getting rid of the overlap, plus or minus a small number of pixels in the X and/or Y direction. Since the output image is guaranteed to be smaller than the input image (due to the fact that neighboring tiles in the input will overlap), this stage must do a mapping. In order that we preserve as much locality as possible, we map in such a way that the number of tiles and which compute node they reside on are preserved. The decomposition of work across compute nodes in the stitching step is as follows. Each compute node is responsible for stitching any tiles it owns in the out-
put space. We make a one-to-one correspondence between ownership regions in the input and output space. That is, if a compute node owned the first two rows of tiles in the input space, it would own the first two rows of tiles in the (smaller) output space. In the majority of cases, the image data in the output space derives from image data in the input space on the same compute node. However, on the borders between tiles owned by one compute node, and another compute node, some network communication will be necessary to merge the final result. A single stitching filter per compute node executes this step.

4.8 Warping

The goal of image warping [Wolberg 1994] is to geometrically transform an image; for our purposes, this means conforming our stitched image (from the previous phase) to a standard appearance, i.e., to a pre-defined 2D atlas. Having standard image templates facilitates comparison between multiple images of the same subject type. Image warping involves the application of a mapping function that defines the spatial correspondence between points in the input and output images. Examples of such functions include affine, bilinear or polynomial transformations [Wolberg 1994]. In 2D, mapping functions $f_1$ and $f_2$ map a point $(x, y)$ in one image onto a point $(u, v)$ in the other image as follows: $[u, v] = [f_1(x, y), f_2(x, y)]$. In some warping algorithms, a forward mapping function is defined and applied to each input pixel to produce its output pixel location. In other warping algorithms, an inverse mapping function is defined and applied to each output pixel location to determine which input pixel to draw from to produce the output pixel. We employ inverse mapping instead of forward mapping, because it ensures that all output pixels are computed, and prevents “holes” from occurring in the warped image.

It must be noted that we do not perform a 3D warp (warping across multiple Z planes), and that the 2D warping of each Z plane is independent of the other planes. Each Z plane is just a 2D image. So, view interpolation techniques like triangle-based warping [Fu et al. 1998] that help in visualizing depth-related information are not applicable in our case.

In our case, the user interactively defines a set of control points over the image using a graphical interface called Jibber, i.e. for each control point, the user identifies its position in the input image, called “start” and its corresponding position in the output image, called “end”. The start and end of each control point indicates the user’s requested change in the image, that pixels at or near the start in the original image should move to a corresponding position at or near the end in the warped image. These control points as a set describe how the image should morph. Figure 4 shows how the control points can be specified to warp an image of a portion of the brain so that it fits a standard brain atlas. On the left we see the unwarped image (colored region) overlay the atlas. On the right, we see the same image warped so as to fit the atlas dimensions. For a fairly large dynamic set of images, it may be possible to automate this initial step. For example, a feature extraction algorithm could probably find outlines and void areas in the input image and match them against the contours from the output image (i.e. the atlas). Such an approach may not scale well to very large images. So, as image size grows, we could use a low-resolution version of the image in the automated control point generation process. We used a manual approach because it is more general. Partial sections and sections of the image that are mangled in some way can still be registered with the atlas.

Given a set of control points, we generate approximate inverse mapping functions to characterize the spatial correspondence and map the remaining points in the image. That is, given any pixel $p_o$’s location in the output space, we can determine which candidate input pixel $p_i$ will contribute to pixel $p_o$ with minimum error. This is the first phase of inverse warping, which we refer to as computation. In the second phase, which is called mapping, we assign the RGB color values at $p_i$ to $p_o$. Thus, the warping algorithm must iterate over the output space and determine which areas of the input space to read from. This correspondence is modeled using low-order polynomials. We use the Weighted Least-Squares with Orthogonal Polynomials technique [Wolberg 1994] to determine the inverse mapping transformation (of some order $M$) for each output pixel. This technique is very compute intensive. Other faster techniques apply a single global transformation to all pixels. However, this weighted technique takes pixel - control point locality information into account to generate different transformations for each pixel, and thus provides better results.

The computational workload is divided among the compute nodes at the granularity of a tile. If a compute node owns a given input tile $IS_{x,y,z}$, then it will eventually own the output tile $OS_{x,y,z}$ after the warp; that is, the tiling divisions do not change, nor does the ownership of the corresponding tiles. Each node performs computation on the output tiles that it owns. In case the nodes are SMP machines, we have multiple filters on these nodes, where each filter performs the warping computation in parallel on different tiles. Thus, the initial declustering of the image dictates load balance.

The bigger challenge we face in warping is the mapping of input pixel RGB values to an output pixel in a distributed environment. Here, an output pixel location within one tile may have its input pixel lie within the same or different (neighboring or non-neighboring) tile. In either case, we need to read the input tile to do the mapping. Reading input tiles on a per-pixel basis will be costly due to seek and network overheads. We do not know up front which input tiles will be needed.

---

*http://ncmir.ucsd.edu/distr/Jibber/Jibber.html

---

*We should note that our implementation is such that a user can easily plug-in any warping technique to perform many kinds of warping transformations.*
to map a particular output tile, without applying the inverse mapping function over the entire output tile. Each compute node iterates over its output space in some order, one tile after another. As soon as it has finished warping a tile, that tile is written to local disk. In this way, each output tile is written exactly once. Our overall goal is to reduce overall time taken to warp the image, and to reduce consumption of system resources; to achieve these goals, we attempt to minimize computation and I/O overheads.

We now present several algorithms for parallel image warping acting on distributed, disk-resident image data when only an inverse mapping function exists.

### 4.8.1 Serializable Mappings

The *serializable mappings* (abbreviated as *SM*) algorithm makes an initial pass over the output image, where each compute node, for any output data it owns, will up front compute all mappings from output pixel positions to input pixel positions. These mappings are then communicated as requests to the nodes that own the corresponding input pixels. Next, each node will gather the mappings involving input pixels it owns and store them sequentially in a local disk log file (*logfile*$_a$), using one log file per input tile.

Once all mappings are built, each compute node will then iterate over the requested input tile log files one at a time, read the corresponding input tile and satisfy all pixel requests in the log file, communicate each RGB pixel value to the compute node that owns the corresponding output pixel, and purge the log file. Upon receiving an RGB pixel value targeting an output pixel location, each compute node will store the pixels sequentially in another local disk log file (*logfile*$_b$), again organized with one log file per output tile. Finally, when all instances of *logfile*$_b$ are complete, each compute node will, one at a time, replay its *logfile*$_b$ files, finalize its output tiles, write it out to permanent disk, and purge the log file.

In addition to the above, we use one optimization: as we are iterating over output tiles to compute the mappings, we also read the corresponding (at the same tile position) input tile, in the hopes that some of the output pixels will draw from the corresponding input tile. For any pixels that do draw from the same tile, we look up the RGB value from the input tile, bypass *logfile*$_a$ and directly create *logfile*$_b$ entries.

In effect, we create a global schedule of data movement that eliminates all communication of whole tiles between compute nodes. Instead, only the mapping requests and values are communicated. Each node reads only the tiles it owns and does so at most twice (once for the optimization mentioned above and once during *logfile*$_a$ replay). However, the storage overhead of this algorithm is high. Each entry in our *logfile*$_a$ files is 40 bytes while each entry in our *logfile*$_b$ files is 19 bytes as compared to a 3 byte pixel. In the worst case, we could have a *logfile*$_a$ entry for each pixel, in which case the collective storage overhead over all compute nodes would amount to $\frac{40}{3}$ times the image size. This is not feasible when we deal with large images. Also, larger the log files, greater the file handling overhead.

### 4.8.2 On Demand Mapper

Our next warping algorithm is called *on-demand mapper* (abbreviated as *ODM*). Its approach is to fetch input tiles on demand to satisfy the needs of a small set of “active” output tiles. The formal algorithm is shown in Figure 5. In the algorithm, inverse pixel mappings for a set of $N$ output tiles, which a processor owns, are computed before any input tiles are retrieved. During this step the algorithm computes the set of input tiles which are required to create the pixel values for the active output tiles. Since the input image is
partitioned regularly into rectangular tiles, the complexity of finding the input tile for a given input pixel is \( O(1) \). After this pre-computation step, each needed input tile is retrieved (either read from local or remote disk) into memory one at a time. All needed pixels from the input tile are applied to whichever of the \( N \) output tiles need them, before the input tile is evicted from memory. Once all the input tiles have been retrieved and processed, the output tiles have been created. They can be written to disk, and the algorithm moves on to the next set of \( N \) output tiles owned by the node.

The memory requirement of this algorithm is larger than that of the other algorithms. If \( N \) defines the number of output tiles to be processed at a time and \( S \) is the size in bytes of an average tile, then the total amount of main memory required during processing is equal to the sum of (1) \( N \times S \) for the output tiles, (2) \( N \times S \times \frac{42}{6} \) for the stored mappings and (3) \( S \) for the one input tile being read at a time. The constant in (2) refers to the fact that each pixel in a tile takes up 3 bytes, but the size of a tile).

The ODM algorithm reduces the number of times an input tile must be read. If there are \( T_n \) output tiles, then in the worst case, each input tile must be read \( \frac{T}{N} \) times. In addition, within a “run” of handling \( N \) output tiles, this algorithm is in effect a perfect scheduler; it schedules all accesses for a given input tile such that they all fall sequentially.

### 4.8.3 Asymmetric Traveling Salesman Problem Scheduler

The Asymmetric Traveling Salesman Problem scheduler (abbreviated as ATSP) seeks to eliminate the cost of additional storage from the SM algorithm and the memory requirements of the ODM algorithm. This however comes with a price, of having to make two passes over the output space and thus, perform two rounds of computation.

In the first pass, during computation, each node implicitly partitions each output tile it owns into as few disjoint subtiles as possible (where each subtile contains one or more neighboring points in row-major order in the tile), such that the set of all input tiles required to map all points in each subtile can fit in memory on that node. We denote the set of input tiles corresponding to a subtile as the “input-set” of that subtile. A subtile could range in size from a single point to one or more partial or full rows of the tile to the entire tile itself. Not all subtiles necessarily contain the same number of points. The input-sets could also be disjoint, but for most well-behaved warping transformations, for a given output tile, there is a fair amount of overlap, because points in different subtiles could draw from the same tile. Each node maintains an in-memory dictionary mapping each subtile to its input-set. In the worst-case, where each subtile is a single point, this dictionary has an entry for every pixel, and so the memory requirements of this algorithm will be as large as those of ODM, if not larger. But in practice these subtiles are much larger, so the memory needs will be less than that of ODM.

We now focus on minimizing the volume of data transfer. An input tile must be read once for every input-set that contains it. But since the input-sets overlap with each other, an input tile once read, could be cached and reused for multiple input-sets. Each node determines a local schedule of data movement that minimizes the number of input tile reads. That is, when servicing a subtile \( P_1 \), if the immediate next subtile \( P_2 \)'s input-set overlaps with that of \( P_1 \), then we cache the common input tiles in memory when they are initially read as part of \( P_1 \)'s input-set and thereby service (a subtile or all of) \( P_2 \)'s requests, without having to re-read these tiles.

In order to minimize the data retrieval overhead, each compute node must traverse the subtiles in its output space in such an order that results in high overlap of the input-sets between successive subtiles. The problem of determining such an order is analogous to the well known Traveling Salesman Problem (TSP)[Lawler et al. 1985]. Here, for each compute node, we interpret each subtile as a vertex of a graph. The
set difference between the input-sets of any two subtiles is the weight of the edge between the corresponding vertices in the graph. Hence, the cost of traveling from one vertex to another is the amount of input tile data that needs to be read to service all requests in the destination’s input-set. Since set difference is not always commutative, the resultant graph is asymmetric. So we have an instance of an asymmetric TSP (hence the name ATSP scheduler). Each compute node, then determines a least cost path that starts at any subtile and traverses every subtile exactly once. There are many heuristic algorithms to solve the ATSP. For our work, we use the effective LKH [Helsgaun 2000] implementation of the Lin-Kernighan heuristic [Lin and Kernighan 1973]. We observed that LKH, like other TSP-solvers, was rather slow for large graphs. For a large number of subtiles, solving for the TSP was contributing significantly to the overall warping time, thereby undoing the benefits of reducing the subtile reads. Thus, to handle a large number of subtiles effectively, we break down the ATSP problem into smaller instances, where each instance handles all subtiles within a single output tile. The number of subtiles within each output tile tends to be small when compared to the total number of subtiles. A compute node solves each instance, i.e. it determines the order of traversal of the subtiles within each output tile it owns, such that the number of input tile reads for each output tile is minimized.

A disadvantage of the above approach is that we lose out on potential reuse of input tiles across different output tiles. So, as a current extension, we are trying to view our original problem as a hierarchical TSP: At the higher level, each compute node needs to determine an order of traversal of output tiles, so that the overall number of input tile reads is minimized. One approach to solve this is to model it as a specific instance of the Generalized Traveling Salesman Problem (GTSP) [Lawler et al. 1985]. The GTSP consists of determining a least cost tour passing through each of several clusters of vertices of a graph. Each output tile can be interpreted as one such cluster and the subtiles within each tile as the vertices within that cluster. Our notion of edge weight is the same as before. Each compute node needs to determine a least cost path that starts at any cluster, traverses every cluster exactly once and passes through exactly one vertex within each cluster. To solve a GTSP, we need to transform it into an instance of ATSP of equivalent or larger size [Ben-Arieh et al. 2003]. Here again, we expect the resulting problem to be so large that LKH will consume a large amount of time. We are currently looking at different approaches to solve this problem. At the lower level, each node solves a small ATSP instance within each output tile. This way, each node determines an optimal path that covers the entire output space.

Once the least cost path for output space traversal is determined, each node makes its second pass over the output tiles it owns; only, this time it services input tile requests in the order determined by the ATSP scheduler. For a subtile within an output tile, we read its entire input-set at once (by definition, this is guaranteed to fit in memory). We re-compute the input pixel for each point within the subtile. This input pixel is already in memory, and so we assign its RGB color values to the output point. When this is repeated for every subtile, the entire output tile is finalized and can be written to local disk.

## 5 Experimental Results

Our experiments were carried out using a cluster of 32 compute nodes. The cluster, which was provided through an NSF Research Infrastructure grant, consists of dual-processor nodes equipped with 2.4 GHz AMD Opteron processors and 8 GB of memory, interconnected by both an Infiniband and 1Gbps Ethernet network. The storage system consists of 2x250GB SATA disks installed locally on each compute node, joined into a 437GB RAID0 volume with a RAID block size of 256KB. The maximum disk bandwidth available per node is around 35 MB/sec for sequential reads and 55 MB/sec for sequential writes.

For all of our experiments, we maintained more-or-less square images to emulate what would be expected in real applications. To scale up images for large-scale experiments, we would generate replicas of smaller images originating from a confocal microscope, reproducing the tiles to the right, below, and the lower right. This enabled an easy scale-up by a factor of 4.

### 5.1 Z Projection, Normalization, Autoalignment, and Stitching Steps

In these experiments we evaluate the scalability and relative cost of each step of the image processing pipeline. In Figure 6(a), we apply Z Projection, Normalization, Autoalignment and Stitching to a 6GB input image (49152x46080x1 pixels), while varying the number of nodes from 1 to 16. This figure shows the relative performance of each stage. We observe that autoalignment is the most expensive in all cases. We also conclude that as the number of compute nodes are doubled, the total runtime is roughly cut in half, thus almost linear speedup is achieved in each of these steps.

The next set of experiments look at the performance of each step when the size of the dataset is scaled. In Figure 6(b), we apply the same processing steps, using 16 compute nodes, to a 1.5GB, 6GB, 25GB, 100GB and 400GB image. In each step, the image size is increased by a factor of 4, so we should expect the runtime to increase by a factor of 4, if we are scaling linearly. Our results confirm linear scalability, since the total runtime increases by no more than a factor of 4 with each dataset size increase.

---

4Actually, the problem is one of finding the shortest Hamiltonian path in an asymmetric graph, but this can easily be reduced to an instance of ATSP.
5.2 Warping

In this set of experiments, we evaluate the performance of the different algorithms proposed for the parallel execution of the warping step. In the experiments, the control points (which define the inverse warping function) were chosen such that the image rotated by 10-20 degrees.

In Figure 7, we observe performance implications of increasing the number of compute nodes, acting on an image of size 16GB, for each of the three warping algorithms. The algorithms scale close to linearly; the total time taken is cut in half as the number of compute nodes are doubled. The ODM algorithm clearly performs best in all cases. It should be noted that the SM algorithm used a peak temporary file storage of 193 GB, or 11.91 times the size of the original image; so the worst case of 13x storage for SM was nearly hit. The total percentage of the time spent in computation (computing pixel mappings and maintaining in-memory data structures) compared to total time (averaged across all runs), was 39% for SM, 89% for ATSP and 80% for ODM. These results indicate that I/O overhead is high in SM; it spends most of its time in creating and playing back log files. Not surprisingly, the ATSP algorithm spent the largest percentage of its time in computation, with its two passes over each pixel. These results also show that the computation time for this type of warping is significant.

In Figure 8, we fixed the number of compute nodes at 16 and increased the image size from 1GB to 256GB; the total cluster memory for 16 compute nodes combined is 128GB. As seen from the figure, the algorithms scale close to linearly; the total time taken by each algorithm increases proportionally to the increase in image size. The ODM algorithm clearly performs best in all cases. This can be attributed to the better I/O performance of ODM compared to SM and its lower computational overhead compared to ATSP.

Table 1 shows the total number of input tile reads for a 64GB image for the ODM and ATSP algorithms. The number of input tile reads is smaller in the ATSP algorithm than in the ODM algorithm. The order in which sub-tiles are processed, as computed by ATSP, achieves better use of input tile cache in our implementation. However, as is seen in Figure 8, ODM has better overall performance. The computational overhead in ATSP due to traversal of the output space twice is larger than the performance gain obtained due to reduction in I/O overhead on our hardware configuration and for the inverse mapping functions used in our implementation.

In Figure 9, we observe performance implications of increasing the size of each tile, while keeping the number of tiles
in X and Y fixed at 4, and keeping the number of compute nodes fixed at 4. The ODM algorithm performs best for most of the sizes; however, with a tile size of 768MB, the ODM algorithm ran out of memory (hence the missing data point). This is expected because of the memory requirements of ODM as discussed in Section 4.8.2. The memory requirements of ODM can be reduced by partitioning the output tile into smaller sub-tiles. Such a partitioning, however, may still result in increased I/O overhead because input tiles may be retrieved multiple times if they are required by different sub-tiles. Alternatively, the mappings that are maintained in memory can be stored on disk, as in the SM algorithm. In that case, we expect that the performance of ODM would be similar to that of SM. We plan to investigate these strategies in a future work.

We also executed the ODM warping algorithm on a 1 Terabyte image to test scalability to very large images. The input image had 690276x534060 pixels, 3 channels, 138 tiles in the x direction, 4416 tiles in the y direction, and 1.73 MB per tile. We used 16 compute nodes. The total time taken was 68830 seconds (about 19 hours), a close to linear scaleup from the 256GB case; the amount of computation time was equal to 60860 seconds and the I/O time was 7962 seconds (12% of the total execution time). The average number of tiles read per node was 206106, with a standard deviation of 208. Thus, the balance in workload among all compute nodes was quite good, for this experiment.

Table 1: Input Tile Reads for 64GB Image in ATSP and ODM.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Total</th>
<th>Local</th>
<th>Remote</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATSP</td>
<td>171736</td>
<td>10713</td>
<td>161023</td>
</tr>
<tr>
<td>ODM</td>
<td>206182</td>
<td>12834</td>
<td>193348</td>
</tr>
</tbody>
</table>

In this paper we have investigated some of the trade-offs in designing an image processing pipeline that supports large images. For the Z projection, normalization, automatic alignment, and stitching steps, we have shown that our algorithms scale both in terms of number of compute nodes and image size. For the warping step, our results show that the ODM algorithm performs well in most cases, as it does not compute the inverse mapping for each pixel twice like the ATSP algorithm does, and it does not spool temporary data to disk like the SM algorithm does. It can also scale to Terabyte-sized images. For parallel inverse warping, this algorithm is a good choice unless the tile size is very large. If the tile size is very large, the SM should be applied if disk space was plentiful, otherwise the ATSP algorithm should be applied. We expect that the SM algorithm can perform well, provided sufficient temporary disk space is available and I/O and communication bandwidth is high; however, the cost of its additional I/O may prove to slow it down significantly as the images grow large. The ATSP algorithm achieves poor performance compared to the other algorithms in our experimental setup, since it does twice the inverse mapping computation on every pixel, and we have observed that this computation is expensive.

6 Conclusions

In this paper we have investigated some of the trade-offs in designing an image processing pipeline that supports large images. For the Z projection, normalization, automatic alignment, and stitching steps, we have shown that our algorithms scale both in terms of number of compute nodes and image size. For the warping step, our results show that the ODM algorithm performs well in most cases, as it does not compute the inverse mapping for each pixel twice like the ATSP algorithm does, and it does not spool temporary data to disk like the SM algorithm does. It can also scale to Terabyte-sized images. For parallel inverse warping, this algorithm is a good choice unless the tile size is very large. If the tile size is very large, the SM should be applied if disk space was plentiful, otherwise the ATSP algorithm should be applied. We expect that the SM algorithm can perform well, provided sufficient temporary disk space is available and I/O and communication bandwidth is high; however, the cost of its additional I/O may prove to slow it down significantly as the images grow large. The ATSP algorithm achieves poor performance compared to the other algorithms in our experimental setup, since it does twice the inverse mapping computation on every pixel, and we have observed that this computation is expensive.
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